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We show that the uncertainty determined by the minimum division of a measuring instrument can
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[. INTRODUCTION of the individual errors, that is, the instrumental and the sta-
tistical ones’ Our aim is to show that the scale-limited or

The evaluation of uncertainties and errors is an important SB uncertainty(also known as reading erpozan be dimin-
topic in introductory physics and chemistry laboratoryished by using a well-known technique develogoed for the
courses. Errors are usually classified into two groups dependuantization of sound and images calldithering®
ing on their sourcé:? systematic or bias errors, and random  The article is organized as follows. In Sec. Il we introduce
or statistical errors. The first group includes, for instancethe dithering theory and explain how it can be used to reduce
miscalibrated scales or bad zero settings. They can bthe scale limited uncertainty. In Sec. lll we describe a nu-
avoided if the meter is checked against a standard, or realisnerical example and two experiments to show how dithering
tically, against another and hopefully better meter. Randontan be used to diminish the instrumental error. Some conclu-
errors may be due, for example, to the inability of the ob-sions are presented in Sec. IV.
server or apparatus to determine a quantity exacthually
called instrumental uncertaintyto the fact that the quantity || pITHERING
being measured is not precisely defined, to the essentially
random nature of the phenomenon, or to fundamental limits Digital signal processing is a powerful collection of tech-
of measuremenfor example, the uncertainty principléefThe  niques in signal analysis that are commonly used in scientific
result of these kinds of errors is a spread of readings omesearcl. Usually the digital sequence to be processed is
repetition of the measurement under apparently the samebtained by sampling a bandlimited signal at discrete inter-
conditions. This spread can be used to estimate the inaccwals of time. The sequence of samples thus obtained is stored
racy or uncertainty of the observation due to random errorsin finite word length registers. The conversion from a con-
This kind of errors is usually reduced when the experiment iginuous (analog signal to a digital one consists of two op-
repeated many times and they can be analyzed by using sterations: time discretization and amplitude quantization.
tistical techniques. It also is important to verify that the fluc- Time discretization, if properly applied, can be shown to be
tuations observed in the measurements are random, and rerror free. However, the effects of amplitude quantization
biased or correlated in time. Note that when we talk aboutlways are present and manifest themselves in several ways
errors, we do not include“mistakes,” such as the misreadingfor example, distortion due to nonlinear response character-
of a scale, the incorrect recording of a number or a mistakerstics and loss of signal detail that is comparable in size to
calculation. the quantization step

In some cases each measuremergcle limited that is, To treat such effects, a method has been developed in
its statistical uncertainty is smaller than the smallest increwhich the notion of quantization error plays a central
ment we can read on the instrument scale. Such a measumle*>’~°This error is introduced by the coarseness of the
ment will yield exactly the same value for repeated measureamplitude quantization in the analog to digital conversion,
ments of the same quantity. It is usually stated that in thesand is treated as additive noise whose statistical properties
cases, the uncertainty must be quoted as the smallest incréepend upon the input analog sighdllt has been shown
ment that can be read on the scéde some fraction of jt1?2  that the minimum loss of statistical data from the input oc-
Most of the instruments that are used in experiments involveurs when the quantization error can be made independent of
a discretization of the measured quantity. This is true, nothe input®® The technique proposed to realize such an inde-
only for common instruments like rulers, where the measurependence condition is to use an added external sigiitaler)
ment is limited by a minimum division, but also for more before quantization.
sophisticated instruments in which analog to digital conver- It has been shown that the addition of a proper dither
sion is involved and a least significant BitSB) always ex-  signal can cause the independence and whitening of the
ists. In other cases, where statistical fluctuations are observepiantization error, resulting in both a reduction of the signal
in the measured data, it is said that the statistical uncertaintgistortion and an improvement of the system dynamic
can be reduced to the bound given by the smallest incremenange*®=° Also, it has been shown that the best choice for
that can be read on the scale. This bound is due to the fathe dither signal is a random dither uniformly distributed
that the total error is the square root of the sum of the squaresithin an interval of amplitude equal to the quantization
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Table I. Values of M(y))=(int(x+0.5+u)), S, Sy, the result of the dithered measurement, and the differ-
ence between the result of the experiment and the true value for different valdesxaf 145.583 98,u a
random number with a uniforin—0.5,0.5 distribution. The seed of the random number generator was changed
in each simulation.

N (M(y)) S Y Result (M(y))—x
10 145.70 0.48 0.15 145.710.15 0.11%0.15
100 145.630 0.48 0.048 145.680.048 0.046:0.048
1000 145.577 0.49 0.015 145.570.015 —0.007+0.015
10000 145.580 0.494 0.005 145.580.005 —0.004+0.005

step. Recently, the quantization error for Gaussian and uniwherey=x+u is the dithered variableM(y) is now mea-

formly distributed dither of different amplitudes has beensuyredN times, and the mean value,

studied!® and a connection between quantization with dith-

ering and stochastic resonance has been estabfi$ré&d. N
The dithering technique is not only well known in image (M(y)>=21

and sound processindor which this technique was origi- o

nally developegl but it is used in oscilloscopes and acquisi- the estimate of the standard deviation\{y),

tion cards. In modern oscilloscopes the enhanced resolution N

of 12 bits for single shot waveforms is obtained using an 8 1 )

bit analog to digital converter based on the principle of av-  S= mzl M(y)—(M(y))?| (5

eraging successive points sampled at a higher rate. If the

noise present in the measured quanitich in these appli- and the estimate of the standard deviatior{ Mf(y)),

cations is not added on purpgse statistically independent

of this magnitude, then an excellent resolution improvement S

is obtained based on the dithering principleA similar SN=\/—N, (6)

method is used by the MPLI program by Vernier when data

is sampled at rates lower than 800 HaAt higher sample o gifferent values oN are evaluated. The results are shown

rates, the acquisition rate does not allow the averaging of, Taple 1.

points) If we compare the results shown in Table | with the value

of x (see the last column of Table, lwe notice that by

Ill. EXAMPLES performing 10 000 measurements, we are able to determine

A. Numerical simulation of measurement with dithering two decimal digits of the value of using an instrument that

can measure only integers. Because we are doing a numerical

example, we know the real value »f [Of course, we would

not have this knowledge in a real experiment where only

%(x), the measured value, can be obtainéthus, we can

determine whether our simulated results are consistent with

x=145.583 98. (1)  the actual value ox. We observe that in all cases the differ-

| . . ences between our results arncare smaller than the error

n order to measure, we use an instrument that will be : ; .

: ) . obtained from the estimate of the standard deviation of the
modelgd by the nonlinear operat.|om(x)—|nt(x+0.5), that measured data. Notice that the probability of obtaining
is, our instrument measures the integer parbof 0.5). The (1 v)y in the intervall(M(y))— Sy, (M(y)}+ Syl is 68%,
scale limit or reading error in this case will be 1. If the provided thatSy is a good estimator of the standard devia-
guantityx is measured, the resul¥) (x), would be tion of (M(y))

M(x)=146+0.5. (2 We also have done 100 series of 10000 measurements to

. . verify if the statistical hypothesis needed in order to use dith-
Of course, the same result will be obtained for repeated meaéring techniques is fulfilled. In Fig.(2) we show the result

surements. In this case, each measurement is scale Iimit%q these 100 measurements in the order that they were ob-

and the uncertainty is quoted as the smallest division of the_. . N N 7
instrument. We are assuming that the measuring process %lned(m all casess;~0.5 andSy,~0.005). By using linear

free of systematic errors. The finite number of decimal digits'€gression, we observe that there is no linear correlation be-
of x represent the fact that there always exists a finite naturg}veen the points. In Fig. (b) we show a histogram of the
limit to the number of significant figures of a quantity that is 100 measured dithered data. A Gaussian fit gives a mean of
determined by changes in variables that are out of experi+45-585 with a standard deviation of 0.005. These two tests
mental control(for example, temperature drifts and atomic &€ the way in which one can determine if the improved

size and in this example is the precision of the variablesrésolution is consistent with the experiment itself. We ob-
used in the simulation. Dithering will be done by adding aServed that the different series of 10 000 measurements seem

random number,u, with a uniform distribution over (O be statistically independent and that the histogram has a
[—0.5,0.5, tox. Now, the results of our measurement will Gaussian distribution. A similar example can be done in the
be eitk;er ' ' laboratory by using a ruler with a resolution of 1 cm to
measure the size of an object, provided that the appropriate
M(y)=(145+0.5 or M(y)=(146x0.5), 3 noise is added to the measurement proéess.

M(y;) N M(x+u)
N A TN 4

1/2

We introduce the following simulation to introduce the
dithering technique. We want to measure a quamntjtythat
will be represented by a real number. We choose an arbitra
value forx, for example,
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Fig. 1. (a) 100 measurement$M (x+u)), obtained by taking the integer Fig. 2. (8) 100 measurement$M (w+u)), obtained by taking the integer

part of a real number after adding noise and averaging over 10 000 points, ipart of a real number with a nonstatistical fluctuation simulated by adding a

the order that they were obtaindth all casesS;~0.5 andSy;~0.005.) (b) 0.01 sin(0.k) term (k is the measurement numbeafter adding noise and

Histogram of the 100 measured dithered data. The mean value is 145.58eraging over 10 000 points, in the order that they were obtaihedl|

and the standard deviation is 0.005. casesS;~0.5 andSy;~0.005.) The line shows the simulated nonstatistical
fluctuation. (b) Histogram of the 100 measured dithered data. The mean
value is 145.590 and the standard deviation is 0.008.

Now we measure 100 series of 10 000 measurements of a

variablew=x+0.01 sin(0.k), wherek=1,...,100labels the

measurements. The variablediffers fromx by a magnitude

that is 0.01 times the resolution of the instrument. The smal

sine component added to simulates the presence of non-

statistical fluctuations. We want to verify whether or not the

dithering technique is able to detect it. In FigaPwe show

the result of these 100 measurements in the order that th

were obtainedin all casesS~0.5 andSy~0.005). From 4 5 resolution of 0.4 ns. The standard deviation of each

Figs. 1a) and Za) the difference betweer andw can be measurement is 0.18 V and the standard deviation of the
observed, although the resolution of the instrument is 1. Iraverage over 10000 points is 0.0018 V. The 200 dithered
Fig. 2(b) we show a histogram of the 100 measured ditheregoints are shown in Fig.(d) in the order that they were

w data. A Gaussian fit gives a mean of 145.590 with a stanmeasured; in Fig. (8 we show a histogram to study the
dard deviation of 0.008. It can be seen that not only is thedistribution of the data. The Gaussian fit gives a mean of
standard deviation is than the one expected “iﬁ@oo 9.047 V with a standard deviation of 0.002 V. As we have
—0.005), but also the histogram does not look normally dis-said, _the results of these tests depermine that the dithering
tributed. Thus, this statistical analysis is a proper tool thaféchnique has been properly applied. Note that the values

can be used to verify if the improved resolution is below the@Ptained from the oscilloscope are, for instance, 8.6, 8.8, 9.0,
limit imposed by nonstatistical fluctuations. 9.2, etc. Thus, by adding noise and averaging over 10000

points, we improve the precision of he oscilloscope by two
orders of magnitude.
We next measure the voltage of the battery over 5 min
In this example we measure the voltage of a 9 V batterywhen a 1 K) resistor is applied. For each measured time we
using a TDS5052 Tektronix oscilloscope. This oscilloscoperecord two series of 10000 points in 0.8 s using a 25000
measures voltage using an 8 bit A/D converter, and in the Ppoint record length and a resolution of 40 ns. The results are

}//Div scale that we have used, the minimum division of the
instrument is 0.2 V. We generate Gaussian noise with stan-
dard deviation of 0.4 V by using the noise function of a HP
33021A waveform generator that is added to the voltage of
the battery. We record 200 series of 10 000 points in 860
using the 2 million point record length of the oscilloscope

B. Measurement of voltage using an oscilloscope
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) e R L S R e S e A A Fig. 4. Measurements of the voltage of the battery over 5 minmveha K2
load is applied. We take two voltage seri®4t) andV(t+0.4s), to deter-
= mine if their differences are significant. The dispersion of each point of both
5 data series is 0.002 V and is not plotted in the figure.
E
E
E
e chosen to have both a very poor sigflaks than a fifth of a
f: LSB of the A/D card and a larger one that slightly exceeds 2
E LSBs for the 8 hit ADC. Figure @) shows the digitized
= signal using an 8 bit A/D converter. The LSB of this A/D
converter is 10 V/2~0.039 V. Between the times andt,
shown in Fig. %a), each point in the plot is the mean value of
512 single measurements. Outside this time interval, this av-
eraging was not done. Betweep=25 s andt,=47 s, the

9.040 5.042 8044 9.0465 9.044 9.050 5052 8084

v V] added noise (0.01¥c,_peak IS Negligible compared with
the magnitude of the LSB of the 8 bit A/D converter. For
Fig. 3. (a) 200 measurements of the 9 V battery voltage after adding noisethese Condltlons_’ a correct meas‘.”e.mem of the S|gnal I&} Im-
and averaging over 10 000 points, in the order that they were obtaimed. POSSible, and it is very easy to distinguish the three unique
all casesS,=0.18 V andSy;=0.0018 V.) (b) Histogram of 200 of the 9 v digitized levels in which the whole signal is comprised. Only
battery voltage dithered data. The mean value is 9.047 V and the standatthe highest part of the waveform is detected due to the long
deviation is 0.002 V. distance between consecutive digital levels, which are de-
picted as thin dashed horizontal lines in the plot. tht
=47 s, an uncorrelated noise signal of about 2 LSBs
shown in Fig. 4. Both serie¥(t) (evaluated with the data of (0.19Vpeak_peak is externally added to the input of the A/D
the first 10000 pointsand V(t+0.4s) (evaluated with the converter.
data of the second 10000 poiptbave voltage values with Almost any noise generator with a frequency spectrum in
differences that are not significafthe difference between the audio range can be used, and even a sinusoidal generator
both measurements is smaller than the statistical dispersiait a much higher frequency than the signal is adequate, if the
of each data series, 0.002.\n this way we can ensure that beat of both the measured signal and the injection noise sig-
the interval of time in which we are making the dithering nal is low, in order to prevent moire or intermodulation alias-
average is consistent with the precision we are obtainingng. As an example, this experiment was performed using a
with this techniquethat is, the voltage of the battery within homemade sinusoidal generator at approximately 16 kHz.
this interval of time changes less than 0.00R Xs can be The shift on the measured offset level shown in Fi@) s
seen, we are able to detect the discharge of the battery, evele to the fact that the offset dc value of the signal was not
though throughout the test, the voltage drops by no morexactly coincident with the magnitude of the nearest LSB of
than one-tenth of the instrument resolution. the 8 bit digitization. Despite the fact that the digitization is
only 8 bits, and the amplitude of the signal is about 2 LSBs,
the measurement &t-47 s shows very low distortion, which
is almost impossible to detect with the naked eye in the time
domain. A small-amplitude ripple, a product of the dithering
To show another example of how dithering can be effecthrough the noise injection, is apparent at the central peak of
tively used in an experimental situation, we have measured the sinc signal. The overall measurement system, with the 8
complex signal through an A/D card. The measured signabit A/D converter and 512 single measurements per point,
was a sinc function, consisting of an unlimited repetition of aimproves the precision by a factor qf512 or 22.6. This
sin(x)/x waveform, with an overall period of about 22.3 s andfactor is equivalent to about 4.5 bits so the system behaves
an internal frequency of 0.72 Hz, directly obtained from alike a 12.5 bit digitizer. In Fig. &) the same signal was
HP 33021A waveform generator. The signal amplitude wagligitized using a 12 bit A/D card, and thus we can compare it

C. Measurement of a complex signal using an A
converter
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@ g1z , , , : ment and cannot be improved by doing statistics. We have
o0 f A shown that dithering is a way in which this lower bound can

0.08 | ] be overcome.

] There are three main questions to be considered before
assuming that an experimental result can be improved by
repeated measurements) is there enough time and re-
000 [ sources?(b) what is the limit imposed by systematic errors;
ooz b i Ay ] and (c) what is the limit imposed by nonstatistical
ooe b ] fluctuations® With present day technology making com-
puter aided experiments possible, it is easy to evaluate a
large amount of data and thus a statistical treatment can be
ool T ________________________ T ______________________ T done in the laboratory. Thus, the practical limit is given by
op the sample rate of the acquisition process. The dithering

20 oy 30 40 t, 50 60 t 70 technique can be used to calibrate the instruments and assure
ts] that significant systematic errors are not present. When using
® ., dithering, it must be remembere_d Fhat the hypothesis and the
' - tests are to ensure that nonstatistical fluctuations are smaller
than the improved resolution. If these tests cannot be done, it
is always a conservative approach to take the minimum di-
vision of the instrument as the lower bound to statistics.
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